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Some other examples of deep learning tools applied to address problems in physical layer include detection of data sequences [10], modulation recognition [31], compressed sensing [19], [20], learning of encryption/decryption schemes for an eavesdropper channel [24]. There are two main different viewpoints of applying DL to the communication systems in these papers. The goal is to either completely replace existing communication algorithms with DL, or to apply DL only for improving/augmenting them.
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